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Introduction
• Morality of Machine Learning models in real datasets.
• Support Vector Machine (SVM) and Quadratic Programs (QP).

• Mixed Integer Programming (MIP) is NP-complete.
• Equal Opportunity constraints turn QP into MIP problem with quadratic con-

straints (QCQP).

Fairness
Here, the selected branch of Fairness is
Equal Opportunity, i.e. The proba-
bility of getting a positive outcome ŷi
is independent of protected class label gi
and conditional on the true label yi being
positive, for a relatively small deviation
∆ ∈ R.

|P(ŷi = 1|gi = 0, yi = 1)−
P(ŷi = 1|gi = 1, yi = 1)| ≤ ∆,

∀i = 1, . . . , n

gi, ŷi, yi ∈ {0, 1}
∆ ∈ R+

Methods
The MIP optimization problem

• Extraction label αi ∈ {0, 1}
• True label yi ∈ {−1,+1}
• Protected class label gi ∈ {0, 1} (i.e.,age, gender, race)
• Number of unprotected and protected individuals #N resp., #P

• Indicator function 1(u)
• Sign function sign(x)
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yi(w
T xi + b) ≥ 1− ζi ∀i = 1, n (4)

αi∈ {0, 1} ∀i = 1, n (5)

w ∈ Rd (6)
b ∈ R (7)

Conclusions
· We propose a novel QCQP formulation
to build an SVM-type classifier includ-
ing fairness constraints.
· Our results show an improvement
in fairness without important loss in
accuracy.
· The trade-off detween time and train-
ing sample size is due to the constructed
quadratic matrix. The trade between
Accuracy and Equal Opportunity is
eventually gentle.
· Generally, minimising extraction de-
termines that no individual is extracted
from the dataset, instead, hyperplane is
skewed.
· QCQP problem can also be used to
achive Equal Treatement.

Metrics visualization

Implementation and Results

INPUT DATA
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Parameter tunning

Training 

size
Accuracy

Equal

Opportunity

 100 70.51 100.52

500 72.24 98.25

Parameters

Model Validation

QCQP

Equal 

Opportunity
 

Accuracy

SVM-based

hyperplane

Fairness

Metrics

Accuracy

69.87

Equal

Opportunity

98.45

73.12 94.66

Training 

size
Accuracy

Equal

Opportunity

 100 60.82 99.28

500 64.57 79.69

Accuracy

60.55

Equal

Opportunity

91.39

64.74 79.81

Tables 1 and 2: QCQP-SVM metrics(left) vs. original SVM(right)

    = 0.5, time limit 10m. For size 100:  = 0.001, for size 500:  = 0.05.
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Table 2. COMPAS dataset. 

Table 1. German dataset. 
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